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Abstract—A full multicore fiber optic link is demonstrated,
transmitting greater than 100 Gb/s through a single strand of
multimode fiber for the first time. The fiber, which consists of
seven graded-index multimode cores, is used to transmit up to 120
Gb/s over 100 m using a custom multicore-fiber interfacing trans-
mitter and receiver. 2-D arrays of vertical-cavity surface-emitting
lasers (VCSELs) and vertically illuminated photodiodes (PDs)
are fabricated with a geometry corresponding to the outer six
cores of the seven-core fiber, which is arranged in a hexagonal
pattern. Both flip-chip and wire-bonding technologies are used to
package the VCSEL and PD chips with multichannel transmitter
and receiver integrated circuits. Amplitude and timing margins of
the end-to-end signals are analyzed through bit-error-rate (BER)
measurements. The effects of electrical and optical crosstalk are
shown to result in negligible degradation to the BER performance.

Index Terms—Integrated optoelectronics, optical fiber com-
munication, optical interconnections, optical receivers, optical
transmitters.

I. INTRODUCTION

PTICAL interconnects have become prevalent within the
() top-ranked high-performance computing (HPC) systems
due in large part to the superior bandwidth-distance product
that they provide compared to electrical interconnects. Initially,
fiber displaced only the lengthiest electrical links, as in ASC
Purple [1], resulting in a relatively small volume of fiber within
a system. Since then, the threshold distance at which the benefits
of fiber exceed the cost has continually decreased, resulting in an
exponentially increasing number of optical links, and generating
a growing volume of fiber cabling. For example, the IBM Road-
runner supercomputer [2] transmits all interrack communica-
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tion through 5000 active optical cables totaling 55 mi in length.
Moreover, IBM’s Power 775 system [3] employs fibers for all
rack-to-rack links and all drawer-to-drawer links as well. Here,
arrays of passive optical connectors at the back of each drawer
provide connectivity for any incoming or outgoing signal, re-
placing the electrical backplane by as many as 5376 fibers per
drawer.

This growth in fiber volume has led to new and challenging
design constraints for future systems. The communication infra-
structure in the top-ranked supercomputers, which is now pre-
dominately fiber based, must meet ever-growing bandwidth re-
quirements, while maintaining feasible system-wide power and
cost targets. Notably, this must be achieved in a manner that does
not result in an unmanageable and expensive volume of fiber ca-
bling. Consequently, increasing bandwidth per fiber, while min-
imizing further increases in link cost and power, is an important
focus for the design of future optical interconnects. Not only will
this be vital to next-generation supercomputing, but to future
datacenters as well, where the reduced cost (in units of $/Gb/s)
may be very attractive.

Fiber bandwidth density can be improved using a variety
of approaches. Single-mode fiber employing dense wave-
length-division multiplexing (DWDM) has become widely
implemented in long-haul telecommunications systems, but
suffers from tighter alignment tolerances compared to mul-
timode fiber (MMF) links, leading to increased cost. Coarse
wavelength-division multiplexing (CWDM) is an analogous
MMF-compatible approach, but has, thus far, been unable to
compete with the cost of single-wavelength MMF solutions,
despite impressive research results [4], [5].

In contrast to the wavelength-domain approach, the spatial
domain may also be employed to increase fiber density, and,
thus, bandwidth density. The most straight-forward approach is
to reduce the fiber-to-fiber pitch in parallel ribbon arrays. Ul-
timately, this requires reducing the fiber cladding diameter so
that the fiber cores may be spaced more closely. Bandwidth
density improves as the square of the reduction in pitch, when
pitch is the same in the two lateral directions. However, if the
outer diameter is greatly reduced, the fiber’s mechanical sta-
bility may be compromised, adding cost during assembly. Alter-
natively, mode-division multiplexing using multiple-input mul-
tiple-output configurations has been investigated [6], but inher-
ently suffers from instabilities due to unpredictable and non-
static mode-mixing behavior.

Multicore fiber (MCF), studied now for many decades [7],
presents an alternate spatial-domain path toward improving
bandwidth density while maintaining standard cladding
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dimensions. MCFs have recently been demonstrated in both
solid-core [7]-[11] and holey-fiber [12], [13] variations. Among
solid-core MCFs, a four-core fiber made from 10 gm diameter
step-index cores has been demonstrated, achieving 1-Gb/s
transmission at 850 nm [8]. Two cores were coupled to a linear
vertical-cavity surface-emitting laser (VCSEL) array, and no
receiver was demonstrated. Additionally, a graded-index mul-
timode seven-core fiber has been reported, achieving 70-Gb/s
transmission by employing custom-fabricated breakout cables
constructed to inject/collect light into/from each core [11].
Again, no transceiver was demonstrated.

In this paper, we report a 100 m transmission demonstra-
tion using a transmitter and receiver custom-designed to inter-
face with a cleaved facet of the same multimode MCF geom-
etry reported in [11]. In this manner, the cumbersome breakout
cable is entirely avoided, as the cores are butt-coupled directly
to a matched pattern of VCSELs and photodiodes (PD) at each
end facet of the fiber. Previously, our transmitter-only demon-
stration [14] exhibited a threefold increase over the then-cur-
rent MMF transmission record of 40 Gb/s, obtained using four
CWDM channels [4], [5]. However, constraints in the MCF-in-
terfacing receiver implementation [15] required design modi-
fications—reported here—in order to reach the targeted speed.
We now show an end-to-end record transmission of 120 Gb/s
by transmitting and receiving six 20 Gb/s signals through the
six outer cores of the seven-core fiber. Crosstalk measurements
with all channels enabled confirm the viability of this approach.

The remainder of this paper is organized as follows. Section I1
describes the geometry, fabrication, and performance of the
multimode MCF. Section III reviews the assembly and per-
formance of the VCSEL-array transmitter. And, Section IV
describes the MCF-interfacing receiver with full-link perfor-
mance data. Conclusions are drawn in Section V.

II. MULTICORE GRADED-INDEX MMF

A. Structure

The multimode MCF was made from seven graded-index
OFS LaserWave fiber core rods [16] arranged in a hexagonal
array. The fiber core diameters are reduced from the standard di-
mension of 50 to 26 ;+m in order to maintain a standard cladding
diameter of 125 m. Adjacent cores are spaced by 39 ym, mea-
sured from center to center. Fig. 1 includes an image of the fiber
Cross section.

B. Characterization

Intercore crosstalk was measured on the 100 m fiber sample
by scanning a fiber in two dimensions across the input facet of
the MCF. The injection fiber carries 850 nm light from a con-
tinuous-wave laser source, and has a 4 pum core diameter to
ensure single-mode operation. Within the first meter of MCF,
tight bends (~ 1 cm diameter) are implemented in order to in-
stigate strong modal mixing and to strip away cladding modes
which may be excited when the light is launched outside the
core region. The light is then extracted from the central core at
the output facet using a single-core MMF with a 26-pm core
diameter. Finally, the power is detected and recorded as a func-
tion of the injection fiber position (see Fig. 1). The worst case
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Fig. 1. Core-to-core optical crosstalk for the 100 m MCF sample plotted as the
detected power in the central core versus the offset in the two lateral dimensions
of the single-mode-fiber launch location relative to the facet center. The inset
shows a cross-sectional image of the seven-core fiber.

crosstalk observed from a single-input launch is below —40 dB.
Cladding modes, when they are not stripped by the tight bends,
may induce additional crosstalk (still less than —20 dB); how-
ever, these modes are excited only when light is launched out-
side of the core region, as would only be observed under extreme
misalignment.

Furthermore, differential mode delay (DMD) [17] was mea-
sured on a 300 m length of fiber made using a single LaserWave
26 pm diameter core. Results indicate a DMD value of 0.12
ps/m within an 8 ;«m radial mask width. The measurements were
taken using a Ti:Sapphire laser that produces picosecond-scale
optical pulses at a wavelength near 850 nm. These pulses were
launched into the fiber’s input facet from a single-mode (4 pm
core diameter) fiber, while the output was collected in a short
length of MMF and received using a fast detector (21 GHz
bandwidth) followed by a sampling oscilloscope (70 GHz band-
width). Additional details of the MCF can be found in [11].

III. FLIP-CHIP PACKAGED 24-CHANNEL TRANSCEIVER

A. Structure

Four custom arrays of VCSELSs, arranged in a hexagonal pat-
tern, have been designed and fabricated in order to interface the
outer six cores of the MCF [see Fig. 2(a)]. Likewise, a corre-
sponding PD chip has been fabricated [see Fig. 2(b)]. Limita-
tions in wiring density precluded the implementation of fully
isolated devices. As a result, the VCSEL and PD arrays are ar-
ranged in common cathode configurations. Furthermore, a cen-
tral device within the array for interfacing the central core in
the fiber is omitted due to the same density limitations. The lo-
cations of the device arrays and bond pads are designed to be
consistent with a previous 24-channel transceiver package [18],
[19], so that the high-density carrier and ICs could be reused.
The properties of the individual VCSELs and PDs themselves
have also been previously reported [20]. However, in order to
position the six PDs in the allotted array size, it was necessary to
reduce the PD diameters from those previously reported down
to 21 pm.
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Fig. 2. Die images of custom (a) VCSEL and (b) PD chips for interfacing four
strands of the seven-core MCF.
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Fig. 3. (a) Transceiver schematic and (b) selected images showing the VCSEL
and PD arrays viewed through the silicon carrier’s optical vias from the under-
side of the package.

The VCSEL and PD array chips were integrated with laser
diode driver (LDD) and receiver amplifier ICs in a 24-channel
transceiver package [see Fig. 3(a)]. The 24-channel analog ICs
were fabricated in an IBM 130 nm CMOS process. These ICs,
along with the VCSEL and PD chips, were flip-chip bonded
to a silicon carrier. On the carrier surface, the high-speed elec-
trical signals are routed to probe pads, while the bias and con-
trol signals are wire-bonded from the carrier’s perimeter to a
printed circuit board (PCB). Each 24-channel IC is segmented
into four six-channel banks. Each bank interfaces with a six-
channel VCSEL or PD array, and shares biases internally, re-
ducing the number of control signals required, but eliminating
the possibility of enabling and tuning devices independently.

Optical vias or holes are etched through the carrier substrate
to allow the MCF to be directly interfaced with the optoelec-
tronic arrays [see Fig. 3(b)]. It is worthwhile to note that the
previous transceiver utilized 24 optical vias per direction (i.e.,
an optical via for each VCSEL and PD). Because we reuse the
same carrier, the 24 VCSELSs are aggregated into only four op-
tical vias, as are the PDs. This leaves 20 vias unoccupied on
the transmit side and 20 unoccupied on the receive side. Further
reductions in package area can, thus, be easily envisioned. Ad-
ditional details about the circuits and assembly processes can be
found in previous reports [18], [19].

B. Transmitter Performance

Each of the 24 transmitter channels operated successfully
with similar high-speed performance. Eye diagrams are shown
at 15 and 20 Gb/s for one bank representing a typical response
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Fig. 4. Eye diagrams recorded one channel at a time at data rates of (a) 15 Gb/s
and (b) 20 Gb/s for one of the four transmitter banks. The eyes are recorded
following 100 m of fiber using a high-speed detector and sampling oscilloscope.
Each image has identical amplitude scales and time scales of 26.7 and 20 ps/div
at 15 and 20 Gb/s, respectively.
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Fig. 5. (a) Amplitude and (b) timing margin BER curves for a channel at 16.7
and 20 Gb/s in the presence of 0 (1CH) and 5 (6CH) aggressors.

(see Fig. 4). The eyes remain open up to 20 Gb/s, although inter-
symbol interference (IST) can be observed above 15 Gb/s. Each
bank of six VCSELs produces a total output power of 13 mW
at 3 V supply, indicating more than 2 mW of average power
per VCSEL assuming identical performance. Each bank of six
transmitter channels dissipates 550 mW, resulting in about 92
mW/channel or 4.6 pJ/bit at 20 Gb/s/channel.

In order to assess optical and electrical crosstalk generated
from the MCF transmitter, all channels within one bank are
simultaneously modulated. Meanwhile, a cleaved MCF is in-
serted into the optical via and aligned to the VCSEL array.
Crosstalk is measured on one asynchronous channel by toggling
the modulation to the other five channels. Data rates of 16.7 and
20 Gb/s/channel (100 and 120 Gb/s aggregate) are investigated.
Negligible crosstalk is observed in both the timing- and ampli-
tude-margin bit-error-rate (BER) curves (see Fig. 5). Some of



LEE et al.: END-TO-END MULTICORE MULTIMODE FIBER OPTIC LINK

889

PCB with 8 differential
SMP-connectorized outputs

NS

—u

custom
PD array

;1‘
» “
o
A

Fig. 6. Images of the wire-bonded MCF receiver implementation including (a) PCB for testing, (b) assembled PD chip and two TIA chips, and (c) magnified view

of custom PD array.

the degradation in sensitivity—measured in optical modulation
amplitude (OMA)—at increasing data rates can be attributed to
ISI generated at the transmitter. However, bandwidth limitations
within the high-speed reference receiver used during the char-
acterization also contribute to the loss of sensitivity. As a result,
the sensitivity at the maximum data rate of 120 Gb/s is greatly
improved in the redesigned six-channel receiver described in
Section IV. For the 100 Gb/s and 120 Gb/s aggregate rates, the
eye openings at a BER of 10~ are 0.6 and 0.4 unit intervals
(Uls). Disabling the five aggressor channels improves the eye
opening by only 0.01 UI (0.6 ps) at 16.7 Gb/s and 0.02 UI (1 ps)
at 20 Gb/s, indicating that transmitter crosstalk is negligible.

C. Receiver Performance

The transceiver assembly yields 100% of the 24 receiver
channels as well. Yet, the receiver IC provides significantly
lower bandwidth compared to the transmitter with wide-open
eyes up to 10 Gb/s [15]. Furthermore, it suffers from significant
interchannel crosstalk, since the receiver IC was not specifically
designed to interface with common cathode PD arrays. Con-
sequently, the receiver was redesigned using commercial ICs
and a custom wire-bonded assembly described in the following
section for the purpose of testing a single end-to-end MCF link.

IV. REDESIGNED SIX-CHANNEL RECEIVER

The common cathode photodetector array—arranged to op-
tically interface with the MCF—was wire-bonded to two com-
mercial four-channel 16.5-Gb/s amplifier chips available from
IPtronics, labeled “Chip A” and “Chip B” in Fig. 6. These three
chips have been mounted on a PCB. Three of the inputs to the re-
ceiver chips are connected to each side of the PD array, while the
fourth receiver channel is wire-bonded to a reference photode-
tector. The outputs of the receiver are connected to four differ-
ential traces that route the digitized signals to SMP connectors.

Initially, the six-channel receiver was tested one channel at a
time. To do so, the setup shown in Fig. 7(a) was employed. A
single channel of the previously reported MCF transmitter was
driven and coupled to a 100 m MCF sample. The activated core
was coupled to a single-core 50 pm fiber terminating in a lensed
facet at the receiver under test. Each channel was subsequently
evaluated on an error detector and sampling oscilloscope. Since
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Fig. 7. Full-link test setup during (a) single-channel and (b) multichannel
measurements.

the receiver is tested using the MCF transmitter, effectively a
single-channel link is demonstrated.

The eye diagrams (see Fig. 8) illustrate that although the
receiver is specified for up to 16.5 Gb/s operation only, open
eye diagrams may be obtained on all channels at 20 Gb/s.
Each channel’s sensitivity was measured at a BER of 1012
(see Fig. 9). At 16 Gb/s, the sensitivities in OMA of all six
channels fall between —12.3 and —10.8 dBm. At 20 Gb/s, the
sensitivities degrade by about 2 dB (—10.5 to —8.8 dBm), due
to transmitter and receiver bandwidth limitations.

Finally, the receiver was tested under multichannel operation
utilizing the setup shown in Fig. 7(b). Again the MCF receiver
measurements represent a full-link result. Here, all channels of
the multicore transmitter were driven simultaneously and cou-
pled to the MCF sample. At the end of the 100 m fiber sample,
the cores were coupled to the six receiver channels. All re-
ceiver output channels were enabled, but only one or two chan-
nels were monitored on test equipment at any given time. Two
VCSELs—Ilocated at opposite ends of the array—were driven
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Fig. 9. Receiver sensitivity curves for the six receiver channels recorded
one-at-a-time at (a) 16 Gb/s and (b) 20 Gb/s. Chip B, channel 4 is bonded to a
25-pem-diameter reference PD.

synchronously, while the four remaining neighbors were driven
asynchronously with a separate clock and pattern generator.

Due to nonuniformity in the VCSEL output power and the
transmitter fiber coupling, the OMA exiting each core was
recorded at the output facet of the MCF. The per-channel (i.e.,
per-core) OMA at the fiber end facet varied between —3.0 and
—0.8 dBm. One channel having OMA of —2.1 dBm was chosen
as the victim channel. The six cores were then coupled simulta-
neously to the six receiver channels. BER timing margin curves
were taken systematically for coupling occurring between the
victim channel and each of the three receiver channels for one
of the receiver chips (i.e., chip A, channels 1, 2, and 3). In this
manner, the data obtained on each receiver channel were ob-
tained using the same transmitter channel making comparisons
more meaningful. As in the transmitter characterization, the
modulation to the five aggressor channels was toggled in order
to evaluate the effect of optical and electrical crosstalk at the
receiver.

The measured performance is shown in Fig. 10. The three
channels demonstrate uniform performance at 16 Gb/s with
wide-open margin (~ 0.6 UI at 10~2 BER) and no apparent
degradation due to crosstalk. At 20 Gb/s, the jitter increases;
however, all three channels demonstrate margin greater than 0.4
UI at 109 BER. The effect of the five aggressor channels on
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Fig. 10. Timing margin BER curves for the six receiver channels at (a) 16 Gb/s
and (b) 20 Gb/s with and without aggressor channels enabled.

the eye opening of the victim channel results in a degradation
of only 0.01 UI in the worst case.

The transmitter and receiver dissipate 550 and 650 mW of
power, respectively, resulting in 10 pJ/bit of full-link energy ef-
ficiency when operating at 120 Gb/s.

V. CONCLUSION

A 100 m MMF optic link has been demonstrated transmit-
ting 120 Gb/s over a single fiber strand with standard 125 ym
cladding while dissipating only 10 plJ/bit. Within the fiber’s
cladding, seven graded-index cores are arranged in a hexag-
onal lattice pattern, and the outer six cores of the pattern are
interfaced to a custom transmitter and receiver. The transmitter
includes an LDD IC and a VCSEL array chip flip-chip bonded
to a silicon carrier. The receiver includes two transimpedance
amplifier ICs and a PD array chip, all mounted on a custom
PCB with wire-bond connections. Interchannel crosstalk due to
both optical and electrical effects is shown to be insignificant
for both the transmitter alone and for the full link (transmitter
plus receiver). This link will provide a sixfold improvement in
the bandwidth density at a midpoint passive optical connector
over equivalent single-core versions. Although the reutilized
silicon carrier package did not demonstrate it here, a similar
improvement in bandwidth density at the link’s endpoints can
be envisioned as well. This density provided by the MCF link
may be needed in order to realize efficient next-generation
high-performance computers and datacenters, while the larger
core sizes compared to single-mode fiber solutions may serve
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to keep packaging costs sustainable. Nonetheless, continued
developments related to efficient connectorization, optical
coupling, rotational alignment, and core identification will be
required.
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